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ABSTRACT 
With technological advancements in transmitting and storing large 
video files, more and more organizations are incorporating asyn-
chronous video interviews as part of their personnel selection pro-
cess. Automatic evaluation of these videos is a challenging machine 
learning setting because the samples are composed of time series 
input data but only one overall label is available. It is unclear which 
segments of the time series input (i.e., videos) are the most impor-
tant ones for prediction. Not all nonverbal features, spoken words, 
and utterances contribute equally to the prediction; some segments 
of the videos might even introduce noise to the model. Processing 
all multimodal information is therefore inefficient. To address this 
challenge, we propose a framework to model the content of the 
answer via the full transcription and the speaking patterns of the 
interviewee via short clips. Our model learns to automatically select 
the most informative segment by previewing the acoustic modality 
using a technique called differentiable masking. The results show 
that our method outperforms existing approaches while being more 
efficient since only partial multimodal data are processed, and the 
interpretability of the model is enhanced. 

CCS CONCEPTS 
• Computing methodologies → Modeling methodologies; Ma-
chine learning approaches; • Computer systems organization → 
Neural networks; • Human-centered computing → HCI theory, 
concepts and models. 
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1 INTRODUCTION 
Interviews have long been the standard method for assessing job 
applicants. They offer insights into a candidate’s social, commu-
nication, and improvisational skills that cannot be gleaned from 
their application materials alone. Traditionally, these interviews are 
conducted in person, requiring candidates to visit the company’s 
location, which can be costly in terms of both time and money. 
With technological advancements, asynchronous video interviews 
(AVIs) have become increasingly popular. AVIs allow companies 
to conduct interviews more efficiently, leading to the emergence 
of businesses that specialize in providing these services such as 
Talview1 or Hirevue2 . 

As the name suggests, an AVI is a video-based interviewing 
process in which interviewers are absent. Instead of receiving ques-
tions from interviewers, candidates receive a list of predetermined 
questions and record their responses within the specified time 
limit. The questions could be text-based or be delivered by a virtual 
agent [4, 6, 26]. To ensure fairness among candidates, most AVI sys-
tems allow only a few seconds between questions and candidates’ 
answers. The video responses are stored and subsequently rated, 
and these ratings are used to select the most suitable candidates 
according to certain criteria. These candidates are then invited to 
onsite interviews. 

As remote work becomes more common, asynchronous video 
interviews (AVIs) are gaining popularity among organizations. AVIs 
1https://www.talview.com
2https://www.hirevue.com 
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Figure 1: An overview comparing our approach with previous 
approaches. Instead of using all the information from all the 
modalities, in our approach, a short clip is selected using 
acoustic features, and irrelevant video segments are masked 
before further processing. 

are easier and less expensive to conduct than traditional interviews 
are, allowing a broader range of candidates to apply for positions 
during the hiring season. However, manually reviewing and rating 
these videos can be a laborious task that places substantial pressure 
on Human Resources departments. To address this issue, machine 
learning (ML) algorithms have been developed over the years to 
automate this process [37–39, 46]. 

Some of the most widely used ML algorithms for predicting in-
terview performance are regularized logistic regression (LASSO or 
ridge), random forest (RF), and support vector machines (SVMs), as 
noted in [24]. The inputs to these algorithms are features extracted 
from the videos, including frame-based visual, audio and linguis-
tic features, and language features. There are multiple methods to 
aggregate temporal features such as using statistic functions (e.g., 
mean, max, and standard deviation) or the bag-of-words and bag-
of-audio [11, 18] representations. While these algorithms are con-
sidered less sophisticated and have lower computational costs than 
other approaches, they cannot model the intra- and inter-modality 
dynamics [24] in interview videos. Thus, deep learning (DL) ar-
chitectures (e.g., long short-term memory (LSTM) networks [25], 
gated recurrent units (GRU) [14], and transformers [48]) are more 
appropriate for modeling temporal features. 

In previous study, several classification models for this video 
interview rating task have been developed [11, 23, 24, 30]. While 
such models can be used to distinguish between high- and low-
quality candidates, they do not address scenarios where a company 
might want to select the top 𝑛 percentage of candidates based on 
the number of applications and positions available. Such scenarios 
require regression models. Some studies have focused solely on 
nonverbal cues, which can introduce biases related to ethnicity, 
age, or attractiveness, potentially overlooking what is often the 
most crucial aspect of a candidate’s application—the content of 
their answers [32]. To address this issue, other methods consider 
information from all modalities. However, extracting features across 
different modalities varies significantly in computational demands. 

Visual features, for instance, are much more resource-intensive to 
process than linguistic or acoustic features. Moreover, analyzing 
every frame in a video can add noise and distract the model from 
identifying useful signals, as many frames are repetitive. These 
challenges have led us to explore new approaches. 

Similarly, the authors of [20] argued that processing all frames 
in a long untrimmed video may be unnecessary and even counter-
productive. We tend to agree with this argument, especially in the 
case of monologue videos, as the scene and camera angle do not 
change over time. We hypothesize that a model does not have to 
scan the whole video to make accurate predictions. The hypothesis 
is grounded in both psychology research, which discovered that 
thin slices (i.e., short clips) offer insights into “social and interper-
sonal relations” [3], a finding also echoed in automated interview 
performance research [13, 39]. Our approach aims to teach the 
model what the candidate says (i.e., the delivered content) from the 
full text extracted from the video, and how the candidate presents 
themselves (i.e., the speaking patterns) from the short clips. We 
propose a framework for automatically selecting the most informa-
tive short clip, and multimodal features are extracted and processed 
from only this short clip. To learn which part of a video is the most 
informative segment, we rely on a technique called differentiable 
masking [15]. As both local features (from the short clip) and global 
features (from the whole video) are considered, the method takes 
into account the multifaceted characteristics of the videos. 

Our proposed framework has several advantages. First, during 
the training phase, the model must still scan the whole video to 
learn how to select the most informative segment, whereas in the 
testing phase, only a small portion of the visual features is extracted 
and processed, saving computational power and time. Second, since 
a large part of the visual features is masked, model weights can 
be used to focus on the most useful information. Third, since we 
know which part of the video is focused on by the model, we can 
easily examine this short clip to verify the model’s predictions. The 
ability to determine what the model selects as important improves 
the interpretability of the model and provides us with additional 
analysis information. Figure 1 shows the difference between our 
proposed framework and other methods. 

The contributions of this work can be summarized as follows: 
• We propose a framework for modeling the speaking patterns 
and the delivered content of interviewees (Section 3). 

• Based on the proposed framework, we construct a concrete 
multimodal model and run experiments on a large corpus 
of job interview performance dataset (Section 4). Our model 
achieves a new state-of-the-art performance on this dataset. 

• We conduct ablation studies to verify the effectiveness of the 
delivered content and the speaking pattern encoders, as well 
as provide our analysis regarding different choices for the 
length of the short segment (Section 5.3). 

2 RELATED WORK 

2.1 Computational Inference of Hireability 
There are two lines of research related to the assessment and selec-
tion of candidates [5]. The first line of research treats this process 
as a multiple-criteria decision-making process. The second line of 
research aims to develop methods to fully automate the selection 
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process using technology. Our work falls into the latter line of stud-
ies, so we describe related work that aims to automatically assess 
hireability. Initial research, such as that by [38], demonstrated that 
it is feasible to predict hireability scores using nonverbal behav-
ioral features. In subsequent studies, such as [42], frameworks were 
developed to extract features for inferring personality traits, leader-
ship, and communication skills, improving classification accuracy 
significantly over previous methods. Research using online video 
resumes [40] also highlighted the potential of audio and visual 
cues in predicting hireability. The release of the ChaLearn First 
Impressions dataset in 2016 [44] spurred further methodologies 
for assessing personality traits and hireability. More recent work, 
including [23] and [41], explored regression models and hierar-
chical attention models that consider contextual and multimodal 
information to enhance hireability predictions. Additionally, studies 
like [36] investigated how candidates’ reactions to asynchronous 
video interviews might affect their performance. Collectively, these 
studies underscore the potential for computational approaches to 
reliably predict hireability in job applicants. 

In some studies, however, verbal information was not consid-
ered during the model design process, which led to some inevitable 
pitfalls. The First Impressions dataset, consisting of only 15-second 
clips, provides limited verbal content, causing annotators to poten-
tially rely on perceived attributes such as gender, age, and attractive-
ness, as discussed by [28]. [8] emphasized that verbal information 
is the most accurate and unbiased predictor, with additional modal-
ities only marginally enhancing prediction accuracy. This finding 
supports earlier findings by [11], in which verbal information was 
identified as the most predictive feature. Additionally, [37] analyzed 
the impact of speech patterns, with the results suggesting that ap-
plicants who use fewer filler words and more unique words are 
more likely to be successful than other candidates. 

That said, research has continually shown that both verbal and 
nonverbal behaviors are significant in predicting job interview out-
comes. [39] reported that even brief interactions provide predictive 
insights into hireability, although not as effectively as full interac-
tions do. [13] observed that audio-visual features from short video 
clips are closely related to those from full videos in public speak-
ing assessments. Additionally, in [29], presentation videos were 
divided into 1-minute segments, and a hidden Markov model was 
used to analyze these segments, revealing that the final segment of 
a presentation is most correlated with the overall evaluation score. 

In this work, we continue to combine both verbal and nonverbal 
behaviors to predict job interview performance. However, unlike 
previous work where the combination was made based on features 
either from holistic videos or only thin slices, our proposed method 
allows the combination of linguistic features from the entire video 
and multimodal features from short clip segments in a hybrid ap-
proach that is both efficient and effective. 

2.2 Monologue Video Processing with Deep 
Learning 

Recent advancements in ML have been driven primarily by deep 
neural networks (DNNs), which have been effectively used to learn 
representations from multiple modalities. For instance, [12] intro-
duced a novel DL architecture, the gated multimodal embedding 

LSTM with temporal attention (GME-LSTM(A)) network, which en-
ables modality fusion at the word level for more accurate sentiment 
analysis. Their model demonstrated superior performance with the 
CMU-MOSI dataset, highlighting the effectiveness of its temporal 
attention layer in managing noisy audio and visual data for senti-
ment prediction. [52] redefined multimodal sentiment analysis by 
focusing on both intra-modality and inter-modality dynamics and 
introduced the tensor fusion network that learns these dynamics 
end-to-end. Designed to address the complexities of spoken lan-
guage, gestures, and voice in online videos, their model surpassed 
leading models in both multimodal and unimodal sentiment analy-
sis. Additionally, [21] developed a hierarchical attention strategy 
using only audio and text modalities for classifying sentiment at 
the utterance level, and provided visual interpretability through its 
synchronized attention across different modalities. 

Building upon the concept of attention mechanisms, [48] intro-
duced the transformer network, which was originally designed for 
neural machine translation but was proven to be versatile enough 
for applications in areas like computer vision and audio processing. 
Inspired by this architecture, [47] introduced the multimodal trans-
former (MulT) which resolves issues related to the non-alignment 
of multimodal data across modalities due to differing sampling 
rates and long-range dependencies. MulT operates in an end-to-end 
manner with directional pairwise cross-modal attention, facilitat-
ing interactions and adaptation among different modalities. Their 
extensive experiments demonstrate that MulT significantly outper-
forms existing methods, effectively capturing correlated crossmodal 
signals through its cross-modal attention mechanism. Leveraging 
these developments, we developed a new architecture that obtains 
state-of-the-art performance in predicting the outcomes of job in-
terviews. 

2.3 Selection of Clips and Adaptive 
Computations 

There is a line of research that aims to select the most salient clips 
from untrimmed videos [2, 49, 51]. This approach usually requires 
the use of supervised labels (ground-truth temporal boundaries). 
In [20], researchers attempted to overcome this requirement by 
previewing the audio to select the most salient video segments. 
Distinct from their approach, in which knowledge distillation is 
used to transfer knowledge from an expensive teacher model, we 
used differentiable masking in our approach, as this method does 
not require training an expensive video model. 

Several studies have also aimed to develop efficient models by 
dynamically routing and inferring information in neural networks 
on the fly [1, 50, 53]. In particular, [10] also proposed the use of 
differentiable masking for learning which layers of the model can be 
deactivated. Our work proposes the use of differentiable masking in 
a different manner, that is, to mask the input features instead of the 
model’s components. This idea is more similar to the work of [15], 
in which the authors aimed to interpret the models by masking out 
a subset of the sequence input. 

3 METHOD 
First, we describe the job interview performance evaluation task 
setup. Given a video 𝑉 contains 𝐾 modalities 𝑀 = 𝑀1, 𝑀2, ..., 𝑀𝐾 , 
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Figure 2: Overview of the proposed framework. The process involves initially previewing the audio to create a mask vector, 
which is used to isolate the most informative acoustic and visual segments of a candidate’s speech. These segments are then 
combined with the content, modeled by a language model, to make the final prediction of the candidate’s interview performance. 

our goal is to predict the label ℎ corresponding to a score repre-
senting the rating of the interviewee. We use the typical modalities 
which are language (L), visual (V), and acoustic (A) modalities. We 
denote 𝑋{𝐿,𝑉 ,𝐴} ∈ R𝑇{𝐿,𝑉 ,𝐴} ×𝑑{𝐿,𝑉 ,𝐴} as the input feature sequences 
corresponding to these modalities. 𝑇 is the sequence length and 𝑑 
is the embedding dimension. 

Inspired by the observation that most humans do not consciously 
concentrate on all the small nonverbal behaviors of others during 
communication, we consider that a person’s speaking style can be 
learned without the need to watch the entire video. Accordingly, 
we can quickly determine “speaking styles” from short clips that 
contain multimodal information and predict interview performance 
by combining the speaking style and the entire speech content. In 
this paper, we refer to the “speaking style” as speaking patterns 
and "the content of the speech" as the delivered content. The term 
speaking patterns implies that a person will repeat the same behavior 
when encountering the same situation during their speech. Some 
examples of speaking patterns are a person looking to their upper 
left when they try to recall a memory, a person raising their pitch or 
nodding their head when they want to emphasize a certain word. In 
our modeling process, we do not manually define these particular 
situations. Instead, we rely on the capability of DL models to learn 
these situations in an end-to-end manner from low-level features. 
Delivered content refers to the verbal information the applicant 
successfully transmits to listeners. 

Our proposed framework consists of three main components: 
the differentiable masking component, the speaking pattern en-
coder, and the delivered content encoder. Figure 2 shows the overall 
framework. We start by extracting the unimodal feature represen-
tations 𝑋{𝐿,𝑉 ,𝐴} ; then, we pass these inputs to the components of 
our network. 

3.1 Unimodal Feature Representations 
For preprocessing, we automatically extracted linguistic features, 
acoustic features, and visual features. We detail the feature extrac-
tion process for each of the modalities below. 

3.1.1 Linguistic features. To extract linguistic features, we first 
obtain the transcripts of the videos via an automatic speech recog-
nition (ASR) system. In particular, we used OpenAI’s Whisper model 
to generate the transcripts. The word error rate of this ASR system 
was found to be less than 6%. Once the transcripts are obtained, we 
generate the word vector representations using the GloVe 300M 
model. GloVe is a context-independent model, for each word there 
exists only one embedding vector [43]. The GloVe model was cho-
sen instead of newer and more powerful large language models (e.g., 
BERT [16] and RoBERTa [33]) for several reasons. First, since GloVe 
is a context-independent model, this model is considerably more ef-
ficient than context-dependent models and the word vector embed-
dings can be computed in parallel. Second, one of the goals of this 
research is to study the interactions between multiple modalities. 
Linguistic features extracted by a powerful pre-trained language 
model could dominate features extracted from other modalities, 
which in turn defeats this goal. 

3.1.2 Acoustic features. To extract acoustic features, we used the 
openSMILE toolkit with the eGeMAPSv02 feature set [18, 19]. This 
feature set includes standard features for speech processing such 
as loudness, frequency, bandwidth, and amplitude. 

3.1.3 Visual features. To obtain visual features, we extracted action 
units (AUs) via OpenFace [7]. The AUs represent the actions of 
facial muscles, and they have been shown to be effective in emotion 
recognition tasks. 
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3.2 Differentiable Masking 
The goal of the differentiable masking component is to select the 
most informative segment of each video by previewing the audio 
modality. For different videos, distinct segments may be dynami-
cally selected as the most informative segment. The input to this 
module is the embedding 𝑋𝐴 , which is not expensive to obtain. 
In addition, we need to specify a hyperparameter 𝑘 . 𝑘 represents 
the number of continuous segments we want to divide the video 
into, so it should be a positive integer such that the video can be 
divided into 𝑘 equal segments. In a general setting, the length of the 
untrimmed video and the desired length of each segment should 
be used as guidelines to tune the hyperparameter 𝑘 . For example, 
for 120 second video, if we choose 𝑘 = 5 then conceptually we 
are dividing the video into 5 continuous segments, each lasting 
120 = 5 24 seconds. The desirable output of this component is a 
one-hot vector of size 𝑘 . In our framework, the mask model 𝑔𝜙 is 
responsible for taking the input and producing the desirable output. 
Next, we describe our design choices for the mask model 𝑔𝜙 in this 
paper. 

Mask Model 𝑔𝜙 : The first layer of 𝑔𝜙 is a GRU layer [14]. The 
GRU was chosen since it can capture the temporal aspect of 𝑋𝐴 
while having fewer parameters than other sequence models such as 
LSTM networks or transformers. In the inference phase, 𝑔𝜙 is used 
to decide which part of the video we should extract visual features 
for further processing, so a compact layer is preferred. Then, we pass 
the output of GRU’s last hidden layer to a fully connected (FC) layer. 
The output of the FC layer is a vector of size 𝑘 . This layer is used to 
map the output of the GRU layer to a vector of size 𝑘 . The last step is 
to map this logit vector of size 𝑘 to a one-hot vector. To obtain this 
one-hot vector output and incorporate it into an end-to-end model, 
we need an activation function that can output discrete values while 
being differentiable so that we can do standard backpropagation. 
We resolve to the Gumbel-Softmax [27, 34] activation function, in 
which the Gumbel-Softmax trick is applied. 

The Gumbel-Softmax Trick: One way to obtain a one-hot 
vector of size 𝑘 is to use the Gumbel-Max trick [22, 35]:     

𝑚𝑎𝑠𝑘 = 𝑜𝑛𝑒 _ℎ𝑜𝑡 arg max 𝐺𝑖 + 𝑙𝑜𝑔𝜋𝑖 (1) 
𝑖 

where 𝐺1, 𝐺2, ..., 𝐺𝑘 are independent and identically distributed 
(i.i.d) samples drawn from the Gumbel(0,1) distribution, and 𝜋1, ..., 𝜋𝑘 
are the logit outputs of the preceding FC layer. This is the same 
idea as the reparameterization trick, but the stochastic element is 
sampled from the Gumbel distribution instead of the Gaussian 
distribution. The arg max function, however, is not differentiable. 
Therefore, in the Gumbel-Softmax approach, an approximation, the 
Softmax function, is used instead of the arg max function: 

𝑒𝑥𝑝 ((𝑙𝑜𝑔 (𝜋𝑖 ) + 𝐺 )
𝑎𝑠𝑘 = 𝑖 ) /𝜏 ) 

𝑚  (2) 
𝑘 𝑒𝑥𝑝 ((𝑙 𝑜𝑔 (𝜋  𝑗=𝑖 𝑖 ) +𝐺𝑖 ))/𝜏 )  

where 𝜏 is a newly added temperature factor. As 𝜏 approaches 0, 
𝑚𝑎𝑠𝑘 approaches a one-hot vector but the variance of the gradients 
is large. Another useful trick is to discretize 𝑚𝑎𝑠𝑘 in Equation 2 
during the forward pass while keeping the continuous version for 
backpropagation during the backward pass. 

Figure 3: Architecture of the multimodal fusion model ℎ𝜃 

3.3 Speaking Pattern Encoder 
The goal of the speaking pattern component is to model the way 
a person speaks from multiple modalities (specifically, audio and 
vision data). We hypothesize that the speaking style of a person 
does not change significantly during a short time span, so a short 
segment of the video is sufficient to model the speaking pattern. As 
shown in Figure 2, given the acoustic features 𝑋𝐴 , we first reshape 
them into 𝑘 continuous segments, each of which has a length of 
𝑇𝐴/𝑘 , resulting in a new tensor in R𝑘 ×𝑇𝐴/𝑘 ×𝑑𝐴 . We then multiply this 
new tensor with the mask tensor using the Hadamard product. 
This multiplication is made possible thanks to the reshaping and 
broadcasting functions in PyTorch. As a result, the mask layer has 
the same shape as the new 𝑋𝐴 . The same procedure is applied to 
the 𝑋𝑉 tensor. After the Hadamard product operation, we reshape 
the result back to its original shape and obtain two masked inputs 
𝑋 
𝐴 and 𝑋𝑉 where 𝑘 − 1 segments are masked with zeros. These 

inputs are then passed to a fusion model ℎ𝜃 . We opted for a slightly 
modified version of the crossmodal transformers, which was first 
introduced by [47]. 

Fusion Model ℎ𝜃 : The architecture of the fusion model is shown 
in Figure 3. This architecture is very similar to the architecture of 
MulT [47]. Given two masked inputs 𝑋𝐴 ∈ R𝑇𝐴 ×𝑑𝐴 and 𝑋𝑉 ∈ 
R𝑇𝑉 ×𝑑𝑉 , we pass them though a 1D-convolution layer. This layer is 
expected to capture the local structure of the sequence and project 
the features of the two different modalities to the same dimension 
𝑑 . We then add the positional embeddings and pass them to the two 
crossmodal transformers and concatenate the results to obtain the 
embeddings 𝑍𝐴𝑉 ∈ R(𝑇𝐴+𝑇𝑉 )×𝑑 . For more details on the positional 
embedding operation and the crossmodal transformer module, we 
refer readers to [47]. The embeddings 𝑍𝐴𝑉 are then passed to a 
self-attention transformer [48], and the last element of the sequence 
model is passed to the next stage. 
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Table 1: Summarized statistics about the dataset 

Variable Number 

Number of interviewees 260 people 
Number of questions per interviewee 8 questions 
Number of videos 1891 videos 
Length of each video 2 minutes 

Training set 1211 samples 
Validation set 308 samples 
Test set 372 samples 

3.4 Delivered Content Encoder 
To model what the interviewee said, we propose the use of a lan-
guage model 𝑓𝜓 . The input to the language model is the whole 
sequence since we want this model to capture everything the in-
terviewee said. Specifically, our language model 𝑓𝜓 consists of a 
1D convolution layer followed by a self-attention transformer. We 
use the last element of this sequence model as the input to the next 
stage. 

3.5 Prediction Layers 
As the final step, we concatenate the outputs of the speaking pattern 
and the delivered content components and pass them to two FC 
layers. A rectified linear unit (ReLU) activation function is used as 
the nonlinear layer between the two FC layers. The output of the 
last FC layer is the prediction 𝑦. 

4 EXPERIMENTS 

4.1 Dataset 
In this work, we conducted experiments on the large-sized corpus of 
video interview judgments collected by [11]. This dataset contains 
a total of 1891 monologue videos. Each video is a 2-minute record 
of one of the Mechanical Turk workers (Tuckers) located in the 
United States answering one of eight predefined questions. In total, 
videos of 260 Tuckers are included in the dataset (as some videos 
were corrupted, not all Tuckers answered all eight questions). The 
questions were designed to evaluate four important social skills 
(two questions for each skill) required in any job: (a) communication 
skills, (b) interpersonal skills, (c) leadership skills, and (d) persuasion 
and negotiation skills. 

The dataset includes “Hiring Recommendation” (i.e., job inter-
view performance) labels and five personality trait labels. In this 
work, we omitted the personality trait labels and used only job 
interview performance labels. Five experts in rating essays and 
video performance were asked to make holistic judgments about 
the video responses separately. The raters were given the assump-
tion that the responses were for an entry-level office position. To 
train our model and evaluate the performance of our approach, we 
separated the dataset into a training set, a validation set, and a test 
set. The sets were separated so that no applicant appears in the 
same set and the label distributions among the sets are similar. For 
the test set, we used the same set proposed by the original authors. 
In Table 1, we summarize the statistics of the dataset. 

Table 2: Model hyperparameters 

Hyperparameter Value 

Batch Size 64 
Learning Rate (LR) 1𝑒 − 4 
LR scheduler Cosine Annealing 
Optimizer Adam 
Number of Epochs 60 
Number of crossmodal Blocks d 4 
Number of crossmodal Attention Heads 5 
Textual Embedding Dropout 0.25 
Crossmodal Attention Block Dropout 0.3 
Gradient Clip 0.8 
Loss Function MSELoss 

4.2 Baselines 
To evaluate the performance of our proposed method, we conduct 
experiments with three baseline models. The first two baseline 
models are classification models (the labels were binarized into two 
classes before training), so their performance cannot be compared 
directly with that of our method; however, we still provide their re-
sults here since the experiments with these models were conducted 
with the same dataset as used in our performance evaluation. 

4.2.1 Support Vector Machine (SVM). In [11], the authors trans-
formed the labels of the interview dataset into two classes (high-
quality and low-quality) and compared the performance of multiple 
classical ML models. The SVM model was found to produce the best 
classification results, and only the language modality was found to 
be effective for classification. 

4.2.2 RoBERTa-FNN. Inspired by [11], the authors of [30] inves-
tigated the effect of only linguistic features when different ASR 
systems, feature extraction methods, and models were combined. 
A model that is a combination of a language model (RoBERTa) and 
a customized feedforward neural network achieved a new state-of-
the-art performance based on this dataset. 

4.2.3 Multimodal Transformer (MulT). In [47], the authors pro-
posed the MulT architecture to model human multimodal affection 
recognition. They introduced the idea of using crossmodal attention 
to learn the interactions among multimodal data at different time 
steps. In our work, we adopted crossmodal attention to learn the 
latent representations of two modalities in the speaking pattern 
component. 

4.3 Implementation Details and 
Hyperparameters 

Implementation Details: For linguistic features, we set the maxi-
mum sequence length to 512, so 𝑋𝐿 has a size of 512 × 300. For the 
acoustic features, we calculated the set of 88 functional features for 
every 400 milliseconds, with a sliding window of 200 milliseconds. 
The final result 𝑋𝐴 is a vector of size 600 × 88. For the visual fea-
tures, 35 AUs were extracted at a rate of 5 frames per second, so 
𝑋𝑉 is a vector with a size of 600 × 35. 
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Table 3: Comparison of the results of the baseline models 
and our models 

Model MAE ↓ Corr ↑ Acc7 ↑ Acc2 ↑ F1 ↑ 

SVM - - - 66.40 66.38 
RoBERTa-FNN - - - 70.33 70.29 
MulT 0.7274 0.4913 43.27 61.67 62.63 

Ours 0.5201 0.6722 57.53 74.57 74.73 

Our model was implemented in PyTorch. For the GRU layer 
in the mask model 𝑔𝜙 , the hidden unit size was set to 64. The 
following FC layer had an input size of 64 and an output size of 𝑘 . 
The dimensions 𝑑 of the 1D convolutional layer in the fusion model 
ℎ𝜃 and the language model 𝑓𝜓 were set to 30 and 120, respectively. 
The lengths of the convolutional neural network (CNN) filters were 
calculated based on the input modality feature size and the output 
dimension 𝑑 . The kernel size and stride were set to 1, and the 
padding was set to 0. For the prediction layers, the sizes of the input 
and hidden layers were both 150, and the size of the output layer 
was 1. The training process was completed within 20 minutes with 
one NVIDIA A40 GPU. 

Hyperparameters: The full list of the other hyperparameters 
is reported in Table 2. 

5 RESULTS AND ANALYSIS 
In this section, we present the results of the experiments and the 
analysis of the results. We evaluate the performance of the models 
using five different metrics: the mean absolute error (MAE), Pearson 
correlation (Corr - %), accuracy 7 (Acc7 - %), accuracy 2 (Acc2 - %), 
and F1 score (%). The Acc7 scores are accuracy scores calculated by 
rounding the regression predictions to the nearest integers, and the 
Acc2 and F1 scores are accuracy scores calculated when the median 
score is used as the threshold for separating regression predictions 
into two classes. The five metrics were previously used in [47], and 
we used the same binary threshold as used in [13, 30]. 

5.1 Comparison with Baselines 
We first evaluate the performance of the proposed method and that 
of prior approaches based on the same dataset. Table 3 shows a 
comparison of the results of the baseline approaches with the results 
of our method. Across all the metrics, the proposed method shows 
significant improvements compared with the scores of the baseline 
models, especially when multiple modalities are considered. In 
terms of binary classification, the F1 score of the proposed method 
is improved by 3.75% compared with the previously reported single-
task result. 

5.2 Choosing an Appropriate 𝑘 Value 
To understand the trade-off between accuracy and efficiency, we 
conducted experiments with multiple values of 𝑘 . In theory, using 
a larger value of 𝑘 could speed up the inference time, but the use of 
larger k values may lead to reduced accuracy because of insufficient 
information. Table 4 shows that when 𝑘 is large (i.e., 𝑘 = 10, 𝑘 = 15, 
and 𝑘 = 20), the model does not have sufficient information to learn 

Table 4: Results from the multimodal experiments with dif-
ferent values of 𝑘 . 

𝑘 MAE ↓ Corr ↑ Acc 7 ↑ Acc 2 ↑ F1 ↑ 

1 0.5374 0.6644 55.91 73.33 73.39 
5 0.5201 0.6722 57.53 74.57 74.73 
10 0.5332 0.6590 55.65 72.12 72.31 
15 0.5498 0.6491 54.30 72.28 72.31 
20 0.5357 0.6585 55.65 72.63 72.85 

Table 5: Results of the ablation studies when one of the two 
main components was removed (𝑘 = 5) 

Description MAE ↓ Corr ↑ Acc 7 ↑ Acc 2 ↑ F1 ↑ 

Delivered 
content 0.5348 0.6635 54.03 72.14 72.31 

Speaking 
patterns 0.6376 0.4595 52.69 66.95 67.47 

Full 0.5201 0.6722 57.53 74.57 74.73 

the speaking patterns of the interviewees. In addition, when 𝑘 = 1, 
the performance of the model is slightly worse than that obtained 
with 𝑘 = 5. This finding supports our original hypothesis that using 
all visual features may be counterproductive. 

5.3 Ablation Studies 
To better understand the effects of the components in the proposed 
method on model performance, several ablation studies are con-
ducted. First, we conduct experiments in which only the delivered 
content or speaking pattern components are used. Table 5 shows 
the results of these ablation studies. 

The results show that when the speaking pattern component 
is deactivated, the F1 score decreases by more than 2% compared 
to the F1 score of the model in which this component is used. In 
addition, the correlation coefficient decreases by nearly 1% (from 
0.6722 to 0.6635). This result corroborates previous studies, in which 
verbal behavior alone was shown to be highly predictive [11]. 

On the other hand, when only the speaking pattern component is 
activated, model performance significantly declines. The correlation 
coefficient decreases by 21.27% (from 0.6722 to 0.4595), and the F1 
score decreases to 67.47% from 74.73%. This drop in performance is 
expected because the speaking pattern component uses only one-
fifth of the video. It is rather surprising that with only a 24-second 
segment, the model can still perform better than random guesses. 

It is clear from Table 5 that linguistic features have a huge con-
tribution to the performance of the model. To further study the con-
tribution of the speaking pattern module, in Table 6, we conducted 
the experiments with different values for 𝑘 while deactivating the 
delivered content component. The results show that the model per-
formance metrics decrease as 𝑘 increases. This is to be expected 
since as 𝑘 increases, the model gets to see a smaller segment of the 
video. 
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Table 6: Results for different values for 𝑘 when textual fea-
tures are not included. 

𝑘 MAE ↓ Corr ↑ Acc 7 ↑ Acc 2 ↑ F1 ↑ 

1 0.6319 0.4871 52.69 71.23 71.24 
5 0.6376 0.4595 52.69 66.95 67.47 
10 0.6577 0.4480 52.42 66.00 66.67 
15 0.6687 0.3812 49.73 64.00 64.78 
20 0.6829 0.3551 52.42 66.95 67.47 

5.4 Most Informative Segments across Videos 
Given that our approach produces a mask vector identifying the 
most informative segment in each video, plotting this statistic can 
provide an overview of the most informative segments across videos. 
In Figure 4, the X-axis indicates the timespans (with 𝑘 = 5, resulting 
in each timespan lasting 24 seconds) and the Y-axis represents the 
number of samples in the test set where the model chose a specific 
timespan to capture the speaking pattern. The figure shows that for 
most videos, the model selects the middle segments. This finding 
supports the assumption presented in [45], in which the authors 
suggested that interviewees stopped speaking before the end of the 
allotted time, resulting in less information in those segments. 

5.5 Limitations 
Our framework, while effective, has certain limitations that need 
to be acknowledged and addressed. One significant shortcoming is 
that it does not account for biases that may arise from the model 
itself or from the annotations used in training. Addressing bias is 
crucial for ensuring fairness in the personnel selection process, a 
matter of great importance and urgency. While not the focus of 
this paper, it is important to note that we have actively engaged 
in efforts to mitigate bias within our models in a separate line of 
work. In another paper [17], we introduced a series of approaches 
aimed at reducing bias in the multimodal, multi-class prediction of 
a behavioral construct. There, our study evaluated the performance 
enhancements achieved by these bias mitigation techniques using 
the same dataset. The results indicated that by adjusting the loss 
function to account for perceived races, genders, accents, and ages, 
our multimodal models significantly outperformed the unmitigated 
baselines. These findings, along with other implications for auto-
mated feedback on the construct prediction, are discussed in detail 
in this prior publication. 

Another limitation of our method is that applicants are rated on 
a fixed scale from 1 to 7. This restricted range may not capture the 
full nuances of an applicant’s capabilities and performance. More-
over, the system does not provide feedback to applicants, which 
is a critical gap. Providing constructive feedback is essential, as 
it helps applicants understand their performance and identify ar-
eas for improvement. Furthermore, our method suffers from low 
interpretability. This means that the model does not offer clear 
insights into or reasons for the scores assigned to applicants. Such 
transparency is vital for companies to understand and justify their 
hiring decisions. Without this information, companies cannot pro-
vide candidates with reasons for their scores, which can lead to 
perceptions of unfairness and lack of transparency in the hiring 

0s-24s 24s-48s 48s-72s 72s-96s 96s-120s 
Time steps (k = 5) 

0 

20 

40 

60 

80 

100 

120 

140 

160 

N
um

be
r o

f s
am

pl
es

 

Figure 4: Histogram of informative segments selected the 
model in different videos. For most videos, the model focuses 
mainly on the middle part of the video and only occasionally 
selects the beginning and end segments for some videos. 

process. This effort to provide feedback and model interpretation 
is addressed in another line of work currently [31]. 

Addressing these limitations will involve refining the model 
to incorporate mechanisms for detecting and mitigating bias and 
enhancing the model’s transparency and feedback capabilities. Such 
improvements are essential for building trust and ensuring fairness 
that is beneficial for both companies and applicants. 

6 CONCLUSION 
In this paper, we discovered that utilizing brief segments from job 
interview videos could enhance model performance. Our method 
employs differentiable masking to automatically select these short 
segments, capturing the candidate’s speaking patterns and speech 
content through multimodal information from the clips and the 
full transcript of the entire video, respectively. With this approach, 
computational cost and the time required for the inference phase are 
both reduced. The experimental results confirm the effectiveness 
of our method, showing improved performance over models using 
multimodal information from entire videos. This study sets the stage 
for more in-depth investigations into the efficient use of multimodal 
information, particularly in analyzing job interview performance. 

Looking forward, there are several promising avenues for further 
research. Instead of a fixed duration, an utterance-based approach 
could be adopted for learning speaking patterns. Additionally, a 
more comprehensive analysis could involve using multiple brief 
clips from different parts of the interview rather than a single 
segment, selecting the top-k most informative segments. Moreover, 
leveraging advanced large language models like BERT or GPT-3 [9], 
which have demonstrated impressive results in various natural 
language processing tasks, could significantly enhance our ability 
to analyze the content delivered by applicants. 
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